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Abstract. Classification accuracy and efficiency of an intrusion detection 
system (IDS) are largely affected by the discretization methods applied on 
continuous attributes. Cut generation is one of the methods of discretization and 
by applying variable number of cuts (in a partition) to the continuous attributes, 
different classification accuracy are obtained.  In the paper to maximize 
accuracy of classifying network traffic data either ‘normal’ or ‘anomaly’, the 
proposed algorithm determines the set of cut points for each of the continuous 
attributes.  After generation of appropriate and necessary cut points, they are 
mapped into corresponding intervals following centre-spread encoding 
technique. The learnt cut points are applied on the test data set for discretization 
to achieve maximum classification accuracy. 

Keywords: discretization, cut generation, center-spread encoding, nsl-
KDDCUP’99 network traffic data set classification accuracy. 

1 Introduction 

The process of partitioning continuous variables into categories is termed as 
discretization. Discretization is a potential time-consuming bottleneck, since the 
number of possible discretization is exponential in the number of interval threshold 
candidates within the domain. The goal of discretization is to bind the domain of all 
continuous conditional attributes into some finite set of values. The finite values help 
to observe the patterns of objects and associated decision class labels appearing in the 
discretized training data set. Many of the Machine Learning algorithms [1,2,3] 
produce better models by discretizing continuous attributes.  For example, Naive 
Bayes classifier [4,5] requires probability estimations with the help of continuous 
attributes. But it is difficult to handle as they often take too many different values for 
a direct estimation of frequencies. To alleviate this problem, normal distribution of 
the continuous values can be assumed, but it is not always realistic. The same 
phenomenon leads rule extraction techniques to build poorer sets of rules. Decision 
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Tree based algorithms [6,7,8] cannot handle continuous attribute directly rather 
nominal attributes.  As a result, machine learning and statistical techniques are 
applied on the data sets to compose nominal variables. However, a very large 
proportion of real data sets include continuous variables i.e. variables measured at the 
interval or ratio level. One solution is to partition numeric variables into a number of 
sub-ranges [9] and treat each such sub-range as a category. In the paper, based on the 
observations, contribution of a given interval corresponding to a particular decision 
(normal or anomaly) has been measured. In addition, by maximizing the 
interdependence between class labels and attribute values, the paper aims at to 
develop an ideal discretization method with a secondary goal to minimize the number 
of intervals without significant loss of class-attribute mutual dependence.  

Cut generation [10] is one of the widely used methods of discretization.  By 
varying number of cuts, applied on continuous attributes classification accuracy is 
also varied. So, in order to maximize classification accuracy of the network traffic 
data, the classifier system should learn to determine the set of cut points for each of 
the continuous attributes. In the proposed classifier system, a heuristic based cut 
generation algorithm has been developed which generates a set of cut points that are 
sufficient to distinguish between a discernible pair of data objects. 

The paper has been divided into four sections. Section 2 presents the proposed 
work while section 3 comprises of experimental results and comparisons with other 
discretization methods considering nsl-KDDCUP’99 network traffic data set [11,12].  
Finally, conclusions are summarized in section 4. 

2 Proposed Work 

Discretization is performed prior to the learning process [13] by dividing the total task 
into three sub-modules. The first task is to find the number of discrete intervals, 
unlike other discretization algorithms where user must specify the number of intervals 
[14] or provide a heuristic rule [15]. The second task is to find the width or the 
boundaries of the intervals depending on the range of values of each continuous 
attribute. Finally, the attribute values from the continuous domain are mapped to the 
discrete domain.  

2.1 Cut Points Generation  

Heuristic based solution to determine the set of all necessary and sufficient cut points 
has been described below:- 

Algorithm Cut Generation 

Step 1:  Consider, kth conditional attribute values in a decision system and arrange  
              them in ascending order.  
Step 2:  For each particular value, group the objects based on the decision attribute   
              value (d) either normal (say, d=1) or anomaly (say, d=2).  
Step 3:  The ordered kth conditional attribute values are marked as per following rule: 

(i) Mark a value by “tick” if it corresponds to an object with decision attribute 
value normal (d=1). 
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(ii) Mark a value by “Encircle” if it corresponds to an object with decision 
attribute value anomaly (d=2). 

Step 4: Scan the marked kth attribute values and set the cut points between any two 
successive values (say, attr-k_value-1 and attr-k_value-2) accordingly: 

(i) If attr-k_value-1 is marked as “encircled” (or “ticked”) and attr-k_value-2 is 
marked as “ticked” (or “encircled”), select a cut point as the mid-point of the 
interval between attr-k_value-1 and attr-k_value-2. 

(ii) If one of them (say, attr-k_value-1) is marked as both “encircled” and 
“ticked” (i.e. in both ways) and other one (say, attr-k_value-2) is marked as 
either “encircled” or “ticked” (i.e., only one of the two ways), select a cut 
point as the mid-point of the interval between attr-k_value-1 and attr-
k_value-2, which are marked differently. 

(iii) If attr-k_value-1 is marked as both “encircled” and “ticked” and attr-k_value-
2 is also marked as both “encircled” and “ticked”, select a cut point as the 
mid-point of the interval between attr-k_value-1 and attr-k_value-2. 

Step 5: Do step 1 to step 4 for all conditional attributes.  
 
The proposed method of generating a cut point between two successive attribute 
values is based on their marking either different way or in both ways. Therefore, the 
data objects having those values of the kth attribute forms a discernible pairs 
belonging to that training data set. 

Example 1: Consider the following continuous data set in decision system, given in 
the table 1. In this decision system, there are 3 conditional attributes (Attr-1, Attr-2, 
Attr-3) and one decision attribute (Decision) with two possible decision attribute 
values (Decision =1, representing normal and Decision =2, representing anomaly). 
There are 21 data objects or instances in the given continuous data set in table 1. 

Table 1. A Continuous Decision System 
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2.2 Centre-Spread Encoding Method 

From the cut points of the decision system, intervals are generated and as a next step, 
the intervals are encoded with discrete values using Centre-Spread encoding 
technique. In the proposed approach, the mid-point of the interval represents the 
centre which is a discretized value of any continuous value belonging to that interval. 
The other variable spread provides limit of the continuous values on either side of the 
mid-point in discretized form. So, an interval is represented as (centre, spread) as 
described below:- 

Step 1(Interval Generation):-The cut points are traced and two successive cut points 
are represented as an interval [lw,up) where lower one (lw) is included and upper one 
(up) is excluded in the interval. 

Step 2(Centre-Spread encoding):- An interval denoted as [lw,up) is encoded as the 
centre (mid-point) of the interval and spread (span) of the interval from its mid-point 
to either side of the end-points.  

Example 2: The set of cut points of conditional attribute “Attr-3” is arranged in 
ascending order as:- {1.5, 2.5, 4.5, 5.5, 9.5, 10.5, 15.5,16.5}. Inclusion of minimum 
and maximum value of the attribute results ---- {1, 1.5, 2.5, 4.5, 5.5, 9.5, 10.5, 15.5, 
16.5, 17}. 

From this set, following intervals are generated– 
[1, 1.5):-Interval # “1”;   [1.5, 2.5):-Interval # “2”;   [2.5, 4.5):-Interval # “3”;   

[4.5, 5.5):-Interval # “4”; [5.5, 9.5):-Interval # “5”;   [9.5, 10.5):-Interval # “6”; 
[10.5, 15.5):-Interval # “7”; [15.5, 16.5):-Interval # “8” and [16.5, 17):-Interval # 
“9” 

Now, the intervals of “Attr-3” are encoded using Centre-Spread encoding 
technique as follows given in table 2:- 

Table 2. Centre-Spread Encoding of Intervals 
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2.3 Discretization of Data Set 

Data set has been discretized to bind the domain of continuous conditional attributes 
into some finite set of values so that patterns of all conditional attributes 
corresponding to each data object and its associated decision class has been observed. 
Using the Centre-Spread encoding technique, each attribute value of a data set is 
guaranteed to be in at most and at least one interval. The corresponding centre value 
is assigned as the discrete value for the respective attribute of the decision system. 

Example 4: After encoding of intervals, all the center values of the set of intervals are 
obtained for each of the 3 continuous attributes and used to discretize corresponding 
continuous attributes. Finally, the discretized form of the given decision system is 
obtained and given in the table 3. 

Table 3. Discretized form of the Decision System  

 
 

3 Time Complexity Analysis  

Assume that the algorithm runs on a continuous valued decision system with “m” 
numbers of conditional attributes (say, attr-1,…, attr-m), one decision attribute (say, 
d) and “n” number of objects or instances (say, obj-1,…, obj-n). The decision system 
is the input to the proposed discretization algorithm. 
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3.1 Complexity of  the cut generation algorithm 

In step 1 of the cut generation algorithm, kth conditional attribute (1 ≤ k ≤ m) is 
considered for discretization. Now, according to their decision attribute (d) values, kth 
conditional attribute values along with marking (step 2 and step 3) are copied into a 
two dimensional array (with two fields value and class) of length n.  Time complexity 
is O(n)  to perform this task. Then, the array is sorted using heap sort algorithm 
because it is an in-place sort and has both average and worst case time complexity is 
O(nlgn) for sorting “n” number of elements. In step 4, the sorted array is traversed to 
search the cut points and simultaneously storing these cut points into an array. To 
perform this operation, the algorithm takes O(n) running time.  

So, for one conditional attribute, the cut generation algorithm takes 
{O(n)+O(nlgn)+O(n)} running time which is O(nlgn). Now, for “m” number of 
conditional attributes, the time complexity of the proposed algorithm is O(mnlgn). 
However, for a given decision system m is constant and does not change with time for 
a given data set, only no of instances may change. So, if we treat m as a constant, then 
the overall running time comes out to be O(nlgn). 

3.2 Complexity of  the Centre-Spread Encoding Method 

To encode the cut-points into intervals, the array which stores the cut-points has been 
traversed. To perform this task, the running time is O(n) and for all conditional 
attributes it becomes O(mn). If m is considered as constant, then time complexity of 
the center-spread encoding method is O(n). 

3.3 Complexity of  the Discretization Algorithm  

To discretize the data set using encoded intervals, each continuous value of a 
conditional attribute is mapped into the center point of the corresponding interval. So 
to search that specific interval, binary search algorithm is employed with time 
complexity O(lgn). Therefore, to discertize all values of that attribute corresponding 
to n instances, it takes O(nlgn) time and for the whole decision system, O(mnlgn) 
running time. If m is constant then time complexity of the discretization algorithm is 
O(nlgn). 

Therefore, time complexity of the proposed discretization algorithm is O(mnlgn) 
and if m is constant, it is O(nlgn). 

4 Experimental Results and Comparisons 

Comparisons are performed between the discretized data set obtained using the 
proposed discretization process and the original continuous data set in terms of 
classification accuracy, mean absolute error, root mean square error, relative absolute 
error and root relative squared.  
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We have considered 10000 data objects from nsl-KDD Data set [11, 12], 
continuous in nature. Then the proposed discretization method is applied and 10 fold 
cross validation technique is used for measuring classification accuracy of different 
classifiers. The average classification accuracy in percentage of different well  
known classifiers considering both discretized and continuous data set has been 
shown in Fig. 4.  

 

Fig. 4. Comparisons of classification accuracy considering both discretized and continuous data 
set 

Maximum 1.9% drop in accuracy is observed in random tree classifier while there 
is 2.4% increase in average classification accuracy considering Naïve Bayes 
Classifier. Due to information loss in the discretization process, reduction of accuracy 
is inevitable. The original data set has more information than the discretized one. 
When the training patterns are stored in multi-dimensional feature space (for lazy 
classifier) or represented using the rule set (for rule based classifier), or decision tree 
(for tree based classifier) is generated or the best component classifier for each data 
point (for meta-classifier [22]) is selected then it covers much more attribute domain 
than discretized data set. After discretization, several attribute values (on the basis of 
which decisions are made) which were in the rule set or decision tree or in the 
multidimensional feature space are lost due to the discretization and for those attribute 
values decisions made may be wrong.  Similarly, for meta-classifier if some of the 
data points are lost then the selection of best component classifier may not be optimal. 
This explains the drop of classification accuracy. 

Discretization provides an alternative to the probability density estimation when 
quantitive attributes are involved in naive-Bayes learning and under this probability 
density estimation, if the assumed density is not a proper estimate of the true density, 
the naïve-Bayes classification accuracy degrades [20]. Since for real world data, the 
true density is usually unknown, often unsafe assumptions are made resulting less 
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classification accuracy. A proper discretization method can circumvent this problem 
by tuning interval size and interval number to find a good trade-off between 
discretization bias [21] and discretization variance [21] and thus can achieve low 
learning error and higher classification accuracy. This explains the increase in 
classification accuracy of naïve-Bayes classifier (shown in figure. 4.) when it runs on 
the discretized data set generated from the continuous one by our proposed 
discretization method.  

 

Fig. 5. Shows the difference between the distinct values in the original data set of different 
attributes with that of the discretized data set 

Fig. 5 shows the comparisons of continuous data in the original data set into less 
number of distinct values in the discretized data set. Among the different attributes, 
the maximum reduction in data points occurred for Attribute 1 in the original data set 
having 550 distinct values and the discretized having only 70 distinct values. So the 
maximum ratio of reduction is (550/70) i.e. 7.85.  

In table 4, along with average classification accuracy [22] other statistics are 
provided showing error values which are nearly the same. Here, maximum difference 
in root mean square error in classification between discretized and continuous data set 
is 0.06. Furthermore, true positive [23], false positive [23] and F-measure [23] values 
are provided while classifying both the discretized and continuous data set. From the 
analysis of the results given in these figures, we can conclude that there is very little 
data loss in our proposed discretization process of a given continuous data set. Weka 
tool [24,25] is used for calculation of statistical parameters. 

Here Precision of a class is the number of True Positives divided by the total 
number of elements belonging to the positive class. Recall is defined as the number of 
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True Positives divided by the number of elements actually belong to the positive 
class.        ;    

     ; 

 2
 

Table 4. Comparisons of Correctly classified percentage, Root Mean Squared error in 
classification, true positive, false positive, and F-measure values  

 

5 Conclusions 

In the paper, we have proposed a discretization method and applied on network traffic 
data set.  Results are analyzed and classification accuracy is compared using different 
error values. It has been observed that in the proposed discretization method very 
little data loss is occurred. Here, sufficient number of cut points has been generated 
for each continuous attributes and maintains consistency in the decision system after 
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getting discretized using encoded intervals generated from those cut points. 
Therefore, each data objects in the discretized data set preserves its integrity [20] even 
after the proposed discretization process as it has been in continuous data set. 
Therefore, from this discussion, we conclude that using the proposed discretization 
method cut points are generated and using encoded intervals, an efficient technique of 
discretization has been achieved. 
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